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Abstract 

Social enginnering refers to the act in which hackers gain unauthorized 

access into the computers by non technical means.Social  Engineeringis 

also termed as the group of activities that gain access in to users 

credential,confidential and  personal information illegally. Phishing is 

the most common type of social engineering attack The type of illicit 

endeavor that adventures both social building and specialized 

misdirection to obtain touchy secret information in emails is Phishing.It 

includes spam messages camouflaged  as authentic with a  subject  or 

message intended to trap the casualities.This paper presents the 

framework for detecting attacks on Social enginnering with specific to 

phishing emails.The different parts of the email is extracted using 

feature selection process. The classifier approach is applied on data 

after feature selection process.The features extracted are classified 

using Bayes Net,J48 and Naive Bayes Classification algorithms 

.Training,testing and validation applied with Ten-fold cross-validation 

for experimentation. The performance  of the technique is observed with 

the metrics .The method  J48 Classifier provides the best accuracy to 

detect Phishing on the dataset.  

Keywords:-Social engineering, Phishing ,Classifier, Bayes net, Navie 

Bayes  and J48

1.INTRODUCTION 

Human psychology is the principle behind most of the 

Social Enginnering attacks.According to Gartner research group, 

Social engineering(SE) is defined as the breach of the security 

systems with the manipulation of people instead of machines[1]. 

According to tripwire work on security in SE, Phishing 

attacks are the most common type of attacks leveraging social 

engineering techniques. Attackers use emails, social media and 

instant messaging, and SMS to trick victims into providing 

sensitive information or visiting malicious URL in the attempt to 

compromise their systems[2]. 

At a high level, most phishing scams endeavor to 

accomplish three things: 

a. Obtain personal information such as names, addresses and 

Social Security Numbers. 

b. Use shortened or misleading links that redirect users to 

suspicious websites that host phishing landing pages. 

c. Incorporate threats, fear and a sense of urgency in an attempt to 

manipulate the user into responding quickly[3]. 

Between March 1 and March 23, 2020 Barracuda 

researchers detected 467,825 spear phishing email attacks. 9,116 

of those detections were related to COVID-19, representing about 

2 per cent of attacks.In comparison, a total of 1,188 coronavirus-

related email attacks were detected in February, and just 137 were 

detected in January.Of the coronavirus-related attacks detected by 

Barracuda Sentinel through March 23, 54 per cent were scams, 34 

per cent were brand impersonation attacks, 11 per cent were 

blackmail, and 1 per cent are business email compromise.. 

In the month of April 2020, Google reported that it was detecting 

about 18 million pandemic-themed malware or phishing 

messages per day and some 240 million Covid-linked spam 

messages. "Hackers frequently look at crises as an opportunity, 

and Covid-19 is no different," Shane Huntley of Google Threat 

Analysis Group said in a blog post.Hence there is a growing need 

to protect sensitive information in our email by protecting with 

the strategy. 

2.LITERATURE SUPPORT 

The works of Tsinganos, N.,, Sakellariou, G., Fouliras, 

P., Mavridis, I.   covers an extensive overview of the existing 

systems and provide a comprehensive recognition of subsys-tems 

for their detection architecture; in influence, deception, 

personality, speech act and past experiences[4].  
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The work of Bhakta, R, Harris, I.G.  provides a semantic 

based approach of diaglogues to detect social engineering 

attacks[10]. 

The work of  Heartfield, R., Loukas G.   show that the human 

factor is the weakest link in social engineering attacks and based 

on a human study the prove that[11]. 

Kumar et al. work utilized TANAGRA information mining 

apparatus on a tested spam dataset to assess the productivity of 

the messages classifier where a few calculations were applied on 

that informational index. Toward the end, the highlights 

determinations by Fisher spam channels and separating 

accomplished better characterizations. After fisher sifting has 

accomplished over 99% precision in recognizing spam, the tree 

characterization calculation was applied on pertinent 

highlights[12]. 

Chhikara et al. presented brief data about phishing, its assaults, 

steps that clients can take to defend their secret data. The paper 

additionally demonstrates an overview led by net craft on 

phishing[13]. 

M. Edwards. etc.,work analyzed how Human instinct can be a 

security hole that can be used by hackers to expose  psychological 

and cognitive aspect to manipulate and obtain important 

information[14]. 

Zhijun Yan etl.,work highlighted  phishing attempt on chinese 

Online shopping sites.URL and internet highlights are utilized for 

the location of Phishing[15]. 

Yuancheng et al. proposed an AI approach for the discovery of 

phishing site pages.The work  accentuations on highlights of the 

site page, web picture and report item model to advance the 

highlights that are separated from the site page they have utilized 

quantum motivated transformative calculation[16]. 

Liu P et al.  work  attempted to locate a viable answer for sifting 

spam messages in their work. Theethodology for the investigating 

of the utilized content is about the E-mail as a watchword just to 

execute multiplex word handling. The investigation led, 

4327messages in the CSDMC2010 SPAM preparing 

informational collection were assessed. The outcome of the 

demonstrated models shows an exactness of 92.8 per cent[17]. 

3.CLASSIFIER BASED APPROACH 

Classification technique is proposed to differentiate spam email 

from ham email. 

First step in the process is Data acquisition which is the email 

dataset .The email dataset consists of spam and ham email items. 

After collecting emails ,it has to be converted into Electronic mail 

format. 

In the stage of preprocessing,the process of Tokenization is 

applied to filter the words in EML format of emails. 

The maximum efficiency is obtained after elimination of 

unnecessary words in email.The framework proposed for the 

detection of Phishing is given in figure 3.1. 
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The process of feature selection deals with extraction of feature 

attributes needed for processing.This has to be done with all the 

emails in the dataset. This stage extracts feature elements such as 

body of the email, header of the email and URL. to address field, 

from address filed, cc and bcc fields.After feature selection 

,resultant file is converted into ARFF format .The ARFF file 

format is taken for applying  classification procedure.The 

classifier procedure applied by dividing the dataset into training 

dataset and testing data.The rule based classification is applied on 

features selected. This Ordered model shows  the email as spam 

one or ham one based on precision values. 

 

4.PERFORMANCE OBSERVATION  

EDRM dataset is used for validation purpose.The dataset of 1000 

records is taken after preprocessing.The performance of the 

dataset is validated with three classifier techniques as Navie Byes 

,J48 and Bayes Net ans J48. 

The statistical measures such as Classifier accuracy,True Positive 

rate,True Negative rate,F-measure and Precision are taken in to 

account. J.Han and M.Kamber (2006) defined these measures in 

the form of confusion matrix. The components of confusion 

matrix are True Positive,True Negative ,False Positive and False 

Negative. 

The performance matrices used to measure the effectivess and 

strength of the proposed model as follows 

The percentage of tuples correctly classified is referred as 

accuracy of the classifer. 

The proportion of Positive tuple that are correctly classified as 

TPR(True Positive Rate). 

The proportion of Negative tuple that are correctly classified as 

TNR(True Negative Rate). 

The feature set is applied in such a manner that it identifies the 

irrelevant feature.This measure plays a vital role in the process of 

model development based on classification technique.The model 

is then applied for phishing email classification. 

 

 

 

 

 

 

 

 

 

 

Table 4.1-Confusion matrix showing 

comparision of Classification technique results 

 

The experiment is carried out using Waikato environment for 

Knowledge analysis data mining software using Intel i8 machine 

with windows-10 environment. The accuracy of the models with 

70-30% training -testing data.TPR and TNR are calculated to 

check the robustness of the developed models using confusion 

matrix. 

The results of the confusion matrix is presented in Table 4.1. 

 

 

Figure 4.1 –Graphics describition of Accuracy of Models 

trained 

96.5 97 97.5 98 98.5

BAYESNET

J48

NAVIE-BAYES

ACCURACY

EXPERIMENT 

BAYESNET 

(%) 

J48 

(%) 

NAVIE-

BAYES 

(%) 

TPR 96.15 96.7 96.65 

TNR 98.5 99.41 98.$65 

FPR 0.4 0.53 0.25 

FNR 2.75 3.25 1.35 

ACCURACY 97.32 98.1 97.65 

PRECISION 98.49 99.46 98.64 

SENSITIVITY 96.15 96.75 96.65 

F-MEASURE 97.31 98.08 97.64 
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False negative: The system fails to recognise a phishing attack. 

 • False positive: The system recognises a ham website as a 

phishing website. 

The Experimental results shows accuracy of the bayesnet,J48 and 

Navie-bayes classifiers as 0.9732,0.981 and 0.9765. 

Precision rates are 0.985,0.995,0.987 for bayesnet,J48 and Navie-

bayes classifiers respectively. 

The precision for a class is the number of true positives (i.e. the 

number of items correctly labeled as belonging to the positive 

class) divided by the total number of elements labeled as 

belonging to the positive class (i.e. the sum of true positives and 

false positives)[2]. 

The results of the model trained  is presented in figure 4.1. The 

trained model with J48 classifier shows the best results compared 

to  Bayes  net and Naïve  Bayes   classifer. 

5.CONCLUSION 

The work  in this paper focuses on identification of  genuine 

email by separating spam messages with the intention to protect 

vital data . The sensitive information of legitimate users is gained 

by Phishing attack.Phising email data with features is reduced 

upto 15 features using proposed model.The proposed model finds  

reduced upto 15 features  using proposed  model. The proposed 

model finds J.48 Classifier with increased accuracy of 98.10 with 

only 10 features.This work can be extended by future scholars 

using other feature selection methods and deep learning. 
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